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Abstract. The displacement of a car with respect to a parking function is the number of spots it must

drive past its preferred spot in order to park. An ℓ-interval parking function is one in which each car
has displacement at most ℓ. Among our results, we enumerate ℓ-interval parking functions with respect

to statistics such as inversion, displacement, and major index. We show that 1-interval parking functions

with fixed displacement exhibit a cyclic sieving phenomenon. We give closed formulas for the number of
1-interval parking functions with a fixed number of inversions. We prove that a well-known bijection of

Foata preserves the set of ℓ-interval parking functions exactly when ℓ ≤ 2 or ℓ ≥ n− 2, which implies that

the inversion and major index statistics are equidistributed in these cases.
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1. Introduction

This paper is about enumerating ℓ-interval parking functions with respect to statistics such as inversion,
displacement, and major index. Parking functions first appeared in the work of Konheim and Weiss [19] and
have become standard objects in combinatorics. Suppose that n cars attempt to park in n spots 1, 2, . . . , n
on a one-way street. Each car drives to its preferred spot ai and parks there if possible; if that spot is taken,
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the car continues along the street and parks in the first available spot. If all cars are able to park successfully,
the tuple α = (a1, a2, . . . , an) ∈ [n]n is called a parking function. In this case, if the ith car parks in spot
si, then the number si − ai is its displacement.

An ℓ-interval parking function, or IPF for short, is a parking function in which each car has displace-
ment less than or equal to some fixed number ℓ; we write IPFn(ℓ) for the set of all ℓ-interval parking functions
of length n. These objects were first studied by Aguilar-Fraga et al. [2]. (The idea of restricting each car
to an interval was considered by Colaric et al. [8], although in that paper the intervals were not required to
have the same length.) The case ℓ = 1 is of particular interest. These unit interval parking functions, or
UPFs, are enumerated by the Fubini numbers [5, 17], which also count the faces of the permutahedron [7].
UPFs are also related to Boolean intervals in weak Bruhat order on the symmetric group [10]. Enumerative
results on ℓ-interval parking functions with ℓ ≥ 1 also give connections to Dyck paths with restricted heights
and to preferential arrangements [2].

Bradt et al. [5, Theorem 2.9] proved that unit interval parking functions exhibit a tightly controlled
block structure, which we describe in Section 2.2. To summarize, if α = (a1, . . . , an) is a UPF with weakly
increasing rearrangement α↑ = (a′1, . . . , a

′
n), then a

′
i ∈ {i, i−1} for every i, and if α↑ is partitioned into blocks

by inserting a separator before every entry with α′
i = i, then the elements of each block appear left-to-right

in α. This structure is key to many of the enumerative results in this paper. No analogous structure is
known for ℓ-interval parking functions with ℓ ≥ 2.

In Section 3, we study the generating function Φn,ℓ(q, t) for IPFn(ℓ) by total displacement and inversion
number. We use the technique of “counting through permutations”: to count a set X, define an appropriate
function C : X → Sn, count each fiber, and add up the counts. The formula produced by this method
cannot always be simplified further, but it is typically much more computationally efficient than brute-force
enumeration. We give a general formula for Φn,ℓ(q, t) in Theorem 3.1, involving the q-analogues of certain
numbers Lℓ(σ; i) associated with a permutation σ (see eqn. (2)). The case ℓ = n−1 was previously obtained
in [9]. For UPFs, the polynomial Φn,1(q, t) has a much simpler expression (Theorem 3.3). In addition,
if we write Φn,1(q, t) =

∑
k q

kfn,k(t), then each polynomial fn,k(t) exhibits a cyclic sieving phenomenon
(Theorem 3.6). There is an analogue of Theorem 3.3 for ℓ = 2 (Theorem 3.11), obtained by reducing
the enumeration of 2-interval parking functions to that of unit interval parking functions. Potentially, this
technique could be extended to give (more complicated) formulas for Φn,ℓ(q, t) for n ≥ 3.

In Section 4, we present explicit closed formulas for the number of upf invn,k of UPFs of length n with exactly
k inversions. The main tool is a bijection of Avalos and Bly [4], which we modify to obtain a bijective labeling
of these UPFs by objects we call ciphers (Theorem 4.1), which can be counted by elementary “stars and

bars” methods. We work out the formulas for k ≤ 3, which suggest that upf invn,k = O(2n−2knk) in general
(Conjecture 4.5). As another application of ciphers, we recover the main result of [10], a bijection between
unit Fubini rankings (UPFs with all blocks of sizes 1 or 2) and Boolean intervals in weak order (Theorem 4.8).

In Section 5, we prove that the inversion and major index statistics are equidistributed on ℓ-interval
parking functions when ℓ ≤ 2 or ℓ ≥ n − 2. Recall that the major index of (w1, w2, . . . , wn) ∈ Zn is
maj(w) =

∑
i∈Des(w) i, where Des(w) = {i ∈ [n−1] : wi > wi+1}. Foata [11] famously constructed a content-

preserving bijection F on the set of words over a fixed alphabet with the property that inv(F (w)) = maj(w),
thus proving that the two statistics are equidistributed on any set of words invariant under permutation (as
proved earlier by MacMahon algebraically [20]). Parking functions are invariant under permutation, but in
general, the set of ℓ-interval parking functions is not. Nevertheless, we prove (Theorem 5.1) that it preserves
the set IPFn(ℓ) precisely when ℓ ∈ {0, 1, 2, n− 2, n− 1}. The most difficult cases are ℓ = 1 and (especially)
ℓ = 2. Along the way, we prove several results (Lemma 5.4, Proposition 5.5, Lemma 5.6) to describe how
small changes in a parking function (such as transposing two consecutive entries) affect where the cars park;
these facts may be of independent interest and utility. In Section 5.4, we apply Theorem 5.1 to the results
of Section 3 to enumerate IPFn(ℓ) by major index.

We conclude in Section 6 with some open problems for future study.
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2. Background

In this section, we provide background and definitions related to parking functions and ℓ-interval parking
functions. A standard source for the basics of parking functions is [26]. For interval and ℓ-interval parking
functions, see, e.g., [2, 5, 8].

Remark 2.1. Throughout we interchangeably regard tuples (a1, a2, . . . , an) and words a1a2 · · · an as iden-
tical objects, depending on context.

Throughout, the symbol N denotes the set of positive integers. For m,n ∈ N, we set [n] = {1, 2, . . . , n}
and [m,n] = {m,m + 1, . . . , n}. For a tuple α = (a1, a2, . . . , an) ∈ Nn, we write α↑ for the tuple obtained
by sorting the elements of α in weakly increasing order. The symbol Sn denotes the symmetric group of
permutations of [n]. Throughout, we write permutations in one-line notation.

2.1. Parking functions and ℓ-interval parking functions. Parking functions are well-studied objects
that were defined in the introduction; one survey of their properties is [26].

We write PFn for the set of parking functions of length n. It is known that |PFn | = (n + 1)n−1 [19].
Moreover, a tuple α = (a1, a2, . . . , an) ∈ [n]n is a parking function if and only if its weakly increasing
rearrangement α↑ = (a′1, a

′
2, . . . , a

′
n) satisfies a′i ≤ i for all i, or equivalently if there is some permutation

σ ∈ Sn such that ai ≤ σi for all i ∈ [n] [26, p. 4]. We refer to this property as the rearrangement criterion.
It follows that if α ∈ PFn and β = (b1, b2, . . . , bn) satisfy 1 ≤ bi ≤ ai for all i ∈ [n], then β ∈ PFn.

We write PF↑
n for the set of weakly increasing parking functions of length n. It is known that |PF↑

n | =
Catn = 1

n+1

(
2n
n

)
, the nth Catalan number [23, Exercise 6.19(s)].

Definition 2.2. Let α = (a1, a2, . . . , an) ∈ PFn. The car permutation of α is carα = (carα(1), . . . , carα(n)) ∈
Sn, where carα(i) denotes the car that parks in the ith spot. The spot permutation of α is spotα =
(spotα(1), . . . , spotα(n)) ∈ Sn, where spotα(i) denotes the number of spot that the ith car parks in. Note
carα and spotα are permutations written as tuples and carα = spot−1

α .

Example 2.3. If α = (1, 4, 4, 3, 2, 2) ∈ PFn, then carα = (1, 5, 4, 2, 3, 6) and spotα = (1, 4, 5, 3, 2, 6).

Remark 2.4. Much of the parking function literature uses the term “outcome” for what we have called the
car permutation of a parking function α. We have adopted the terms “car permutation” and “spot permu-
tation” because we work with both of them in different parts of this paper, and wish to avoid any possible
ambiguity in the use of the word “outcome”. In the Sage ParkingFunctions library, the car permutation is
computed as alpha.cars permutation() and the spot permutation is alpha.parking permutation().

Definition 2.5. Let α = (a1, a2, . . . , an) ∈ PFn. The displacement of the ith car is dispα(i) = spotα(i)−ai.
That is, dispα(i) is the number of additional spaces car i has to drive past its preferred spot in order to
park. The (total) displacement1 of α is disp(α) =

∑n
i=1 dispα(i). The maximum displacement of α is

maxdisp(α) = max(dispα(1),dispα(2), . . . ,dispα(n)).

Example 2.6 (Continuing Example 2.3). If α = (1, 4, 4, 3, 2, 2) ∈ PFn, then the displacements of cars
1, 2, . . . , 6 are 0, 0, 1, 0, 0, 4, respectively.

Definition 2.7. For a positive integer ℓ ≤ n, we say that α is an ℓ-interval parking function if
maxdisp(α) ≤ ℓ. The set of ℓ-interval parking functions of length n is denoted IPFn(ℓ). In the case
ℓ = 1, we call α a unit interval parking function and write UPFn = IPFn(1).

Example 2.8. We can give exact formulas for | IPFn(ℓ)| in some extreme cases.

ℓ = n− 1: Every α ∈ PFn satisfies maxdisp(α) ≤ n− 1, so

| IPFn(n− 1)| = |PFn | = (n+ 1)n−1.

ℓ = n− 2: Let α = (a1, a2, . . . , an) ∈ PFn. Then maxdisp(α) = n − 1 if and only if the car that parks in
spot n preferred spot 1. This can happen only if (i) that car was the last to park and (ii) the first

1Total displacement is also called area, since it is exactly the area under the labeled Dyck path representing α; see, e.g.,
[26, pp. 54–55].
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n− 1 cars parked in the first n− 1 spots. Equivalently, an = 1 and (a1, a2, . . . , an−1) ∈ PFn−1.
Therefore,

| IPFn(n− 2)| = |PFn | − |{α ∈ PFn : maxdisp(α) = n− 1}|
= (n+ 1)n−1 − nn−2.

ℓ = 1: The parking functions α with maxdisp(α) = 1 are precisely the unit interval parking functions.
Therefore,

| IPFn(1)| = |UPFn | = Fubn,

where Fubn is the number of ordered set compositions of [n] (see Remark 2.12 below).
ℓ = 0: The parking functions α with maxdisp(α) = 0 are precisely the permutations. Therefore,

| IPFn(0)| = n!.

It is immediate from the definition that any rearrangement of a parking function is a parking function. The
same is not true for ℓ-parking functions because maximum displacement may change under rearrangement.
For instance, maxdisp(112) = 1 but maxdisp(121) = 2. On the other hand, a weaker result holds for all ℓ,
as we prove later (Proposition 5.5).

2.2. Block structure of unit interval parking functions. In [5], it was proved that unit interval parking
functions are characterized by a tightly controlled block structure, as we now explain.

Definition 2.9. A tuple β = (b1, b2, . . . , bn) ∈ [n]n is called a block word if bi ∈ {i, i− 1} for each i (so in
particular, b1 = 1). When we write a block word, we place a separator before each bi such that bi = i > 1.
The maximal subwords between separators are called blocks. Note that a block word is determined by the
ordered list of lengths of its blocks.

For example, the block words of length 3 are 112, 11 | 3, 1 | 22, 1 | 2 | 3.
We now reformulate the characterization of unit interval parking functions based on their block structure.

Theorem 2.10 ([5, Theorem 2.9]). Let α = (a1, a2, . . . , an) ∈ UPFn and α↑ = (a′1, a
′
2, . . . , a

′
n). Then,

(1) α↑ is a block word. If α↑ = π1 | π2 | · · · | πm, we refer to the collection of πj’s as the block structure
of α.

(2) The entries in each block appear in increasing order in α. That is, α is a shuffle of its blocks.
(3) Given a block word β, every shuffle of its blocks is a unit interval parking function. Therefore,

|{α ∈ UPFn : α
↑ = β}| =

(
n

|π1|, |π2|, . . . , |πm|

)
.

Next we state a bijection between the set of unit interval parking functions of length n with m blocks and
the set of surjective functions from [n] to [m].

Corollary 2.11. Let α = (a1, a2, . . . , an) ∈ UPFn have block structure π1 | π2 | · · · | πm. For each i ∈ [n],
let s(i) be the index of the block to which ai belongs. Thus, s is a surjective function [n] → [m] (equivalently,
an ordered partition of [n] into m nonempty blocks). Then the map sending α 7→ s is a bijection

{α ∈ UPFn : α has m blocks} → {surjective functions [n] → [m]}.

Remark 2.12. A surjective function [n] → [m] can be regarded as an (ordered) set composition of [n] with
m nonempty blocks. In particular, the number of unit interval parking functions of length n equals the
Fubini number Fubn of ordered set compositions of [n], as observed by Hadaway [17]. The Fubini numbers
are sequence #A000670 in [18]. We obtain a new proof this fact following Theorem 3.3.

Example 2.13. Let α = (8, 1, 5, 5, 1, 2, 4, 7) ∈ UPF8. Then the block structure (as in (2) of Theorem 2.10)
is α↑ = 112 | 4 | 55 | 7 | 8, and the corresponding element of [5]8, as in Corollary 2.11, is s = 51331124.

Block structure appears to be unique to the case ℓ = 1; no result analogous to Theorem 2.10 is known for
ℓ-interval parking functions when ℓ > 1. We state this as an open problem in Section 6.

4
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2.3. Permutation statistics. Let w = w1 · · ·wn ∈ Nn be a sequence of positive integers. An inversion of
w is a pair of indices (i, j) such that 1 ≤ i < j ≤ n and wi > wj . We let Inv(w) be the set of inversions of w
and set inv(w) = | Inv(w)|. A descent is a position i ∈ [n− 1] such that wi > wi+1. We let Des(w) be the
set of descents of w and set des(w) = |Des(w)|. The major index of w is

maj(w) =
∑

i∈Des(w)

i.

By a bijection of Foata [20, 12] that we describe in detail in Section 5, inversions and major index are
equidistributed as statistics on the set of permutations, meaning that there are as many permutations
w ∈ Sn with inv(w) = j as there are with maj(w) = j, for each nonnegative integer j. More generally,
inversions and major index are equidistributed on any set of words W ⊆ Nn satisfying the property that if
w ∈W and u is a rearrangement of w, then u ∈W [13]. Hence, inversions and major index are equidistributed
on the set of parking functions. In Section 5, we completely characterize the pairs (n, ℓ) such that inversions
and major index are equidistributed on IPFn(ℓ).

It is immediate from the definition that inv(σ) = inv(σ−1) for every permutation σ. The following result
asserts that inversions of parking functions can be computed as inversions of permutations.

Lemma 2.14. Let α ∈ UPFn. Then Inv(α) = Inv(spotα).

Proof. Let α = (a1, a2, . . . , an) ∈ UPFn and let (i, j) be an inversion of τ = spotα. That is, car i arrives
earlier than car j and parks to its right. It follows that ai > aj , so (i, j) ∈ Inv(α).

Now let (i, j) be an inversion of α. Since ai > aj and i < j, it follows by (3) of Theorem 2.10 that ai and
aj belong to different blocks. Since cars in earlier blocks have earlier preferences than cars in later blocks
and park earlier than cars in later blocks, this means that τi > τj . Thus every inversion of α is an inversion
of τ . □

An ascent of a word w ∈ Nn is a position i ∈ [n − 1] such that wi < wi+1. We let Asc(w) be the set of
ascents of w and set asc(w) = |Asc(w)|. It is known [24, Exercise 1.133a] that

(1)
∑
σ∈Sn

2asc(σ) = Fubn = |UPFn |

(see Corollary 2.11 and Remark 2.12). We obtain a more refined enumerative result in Theorem 3.3.

3. Enumeration by counting through permutations

In this section, we study the generating function

Φn,ℓ = Φn,ℓ(q, t) =
∑

α∈IPFn(ℓ)

qdisp(α)tinv(carα).

We give formulas for Φn,ℓ for various values of ℓ by partitioning IPFn(ℓ) into the fibers of the function
Cn,ℓ : IPFn(ℓ) → Sn defined by Cn,ℓ(α) = carα.

For a permutation σ = σ1σ2 · · ·σn ∈ Sn and position i ∈ [n], define

(2) Lℓ(i;σ) = min(ℓ+ 1, i− t+ 1),

where σt, σt+1, . . . , σi is the longest contiguous subsequence of σ such that σk ≤ σi for all k ∈ [t, i]. That is,
Lℓ(i;σ) is the number of possible preferred spots for car σi that results in car σi parking in spot i, subject
to the choices of the previous cars and the constraint that the result must be an ℓ-interval parking function.
It follows that for all ℓ ∈ N and σ ∈ Sn, we have

(3) | C−1
n,ℓ(σ)| =

n∏
i=1

Lℓ(i;σ).

The ℓ = n− 1 case of (3) is [19, Eqns. 2.1, 2.2]; see also [9, Proposition 3.1] and [23, Exercise 5.49d]. Our
Ln−1(i;σ) corresponds to τi,n(σ) in [19] and to ℓ(i;σ) in [9].

In the case that σ = id is the identity permutation, the number Lℓ(i, id) is either i (if i ≤ ℓ) or ℓ + 1 (if
ℓ + 1 ≤ i ≤ n), so | C−1

n,ℓ(id)| = (ℓ + 1)n−ℓ · ℓ!. These numbers occur as sequence #A299504 in [18], where
they count certain permutations; here, they count certain parking functions.
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It follows from (3) that

(4) | IPFn(ℓ)| =
∑
σ∈Sn

n∏
i=1

Lℓ(i;σ).

This is more efficient for explicit computation than iterating over all parking functions and picking out those
with maximum displacement at most ℓ. In general, we do not have a closed formula for | IPFn(ℓ)| except in
extreme cases; see Example 2.8.

In [9, Props. 5.2, 5.3], the authors provide q-analogues of equations (3) and (4) for parking functions using
total displacement. They extend this to a qt-analogue in [9, Cor. 5.3] using permutation statistics. We can
obtain a similar analogue for ℓ-interval parking functions.

Theorem 3.1. Let 0 ≤ ℓ ≤ n− 1. For all σ ∈ Sn, we have

(5)
∑

α∈C−1
n,ℓ(σ)

qdisp(α) =

n∏
i=1

[Lℓ(i;σ)]q,

and therefore,

(6) Φn,ℓ(q, t) =
∑

α∈IPFn(ℓ)

qdisp(α)tinv(carα) =
∑
σ∈Sn

tinv(σ)
ℓ∏
i=1

[Lℓ(σ; i)]q.

Proof. Let σ ∈ Sn and α = (a1, a2, . . . , aℓ) ∈ C−1
n,ℓ(σ). For each i, if car σi wants to park in spot i,

then ai must be selected from [i− Lℓ(i;σ) + 1, i]. Hence, for each j ∈ {0, . . . , Lℓ(i;σ)− 1}, the selection of
ai = i−j ∈ [i−Lℓ(i;σ)+1, i] contributes j to the total displacement. Since [Lℓ(i;σ)]q = 1+q+· · ·+qLℓ(i;σ)−1,
we obtain (5). For (6), observe that

Φn,ℓ(q, t) =
∑
σ∈Sn

 ∑
α∈C−1

n,ℓ(σ)

qdisp(α)

 tinv(σ)

and then apply (5). □

The ℓ = n − 1 case is [9, Cor. 5.3]. As noted there, one can replace inversion number in (6) with any
statistic on permutations. For the case ℓ = n − 2, we can rewrite the formulas in Theorem 3.1 in terms
of displacement enumerators for (classical) parking functions. This also follows from the description of
PFn \ IPFn(n− 2) in Example 2.8.

Corollary 3.2. For all n ≥ 2,

Φn,n−2(q, t) =
∑

α∈PFn

qdisp(α)tinv(α) − (qt)n−1
∑

β∈PFn−1

qdisp(β)tinv(β)−ones(β),

where ones(β) = |{i ∈ [n− 1] : bi = 1}|.

In the case ℓ = 1 (unit interval parking functions), the formula of Theorem 3.1 can be written in a very
explicit form as a generating function for permutations.

Theorem 3.3. For all n ≥ 1,

Φn,1(q, t) =
∑
σ∈Sn

(1 + q)asc(σ)tinv(σ).

Proof. Taking ℓ = 1 in (2), we see that

L1(i;σ) =

{
2 if i− 1 is an ascent of σ,

1 otherwise.

The result now follows from Lemma 2.14 and Theorem 3.1, together with the identity inv(σ) = inv(σ−1). □
6



Setting q = t = 1 in Theorem 3.3 recovers (1). More generally, setting t = 1 produces

(7)
∑

α∈IPFn(1)

qdisp(α) =

n∑
k=1

k!S(n, k)qn−k =
∑
σ∈Sn

(1 + q)asc(σ),

where S(n, k) denotes the Stirling number of the second kind; the second equality is [16, p. 269, eqn. (6.39)].
Note that k!S(n, k) is the number of unit interval parking functions with displacement n−k. Extracting the
q = 1 coefficient from the first and third expressions in (7), we recover the enumerative result [3, Thm. 4]
that |{α ∈ UPFn : disp(α) = 1}| is the nth Lah number (#A001286 of [18]).

Remark 3.4. Setting q = −1 in Theorem 3.3 yields

(8)
∑

α∈UPFn

(−1)disp(α)tinv(α) = t(
n
2)

since the permutation w0(i) = n − i + 1 is the only one with no ascents. (Further specializing t = 1
recovers (1).) This formula can also be proven combinatorially by constructing a sign-reversing, inversion-
preserving involution on unit interval parking functions. Given α ∈ UPFn \{w0}, let π1 | π2 | · · · | πm be
its block structure (see Theorem 2.10), and let k be the smallest index such that either (i) |πk| ≥ 2, or (ii)
|πk| = 1 and πk appears earlier in α than every member of πk+1. (The condition α ̸= w0 implies that at
least one of conditions (i), (ii) must be satisfied.) Then, define ϕ(α) by modifying α as follows:

(1) If πk = (j, j, j + 1, j + 2, . . . ), then replace the second occurrence of j by j + 1.
(2) If πk = (j), then replace the first occurrence of j + 1 in α by j.

The map ϕ is a fixed-point-free involution on UPFn \{w0} satisfying disp(ϕ(α)) = disp(α)±1 and inv(ϕ(α)) =
inv(α) (we omit the proof). If one associates unit interval parking functions with faces of the permutohedron,
as done in [7], the function ϕ appears to give an acyclic matching in the sense of discrete Morse theory [14, 15].

Remark 3.5. We discuss a broader implication of Lemma 2.14. Let α ∈ UPFn and set σ = carα. Then
Inv(α) = Inv(σ−1) (Lemma 2.14), so Des(α) = Des(σ−1), and in particular

des(α) = des(σ−1) and maj(α) = maj(σ−1).

Then the argument of Theorem 3.3 implies that

(9)
∑

α∈UPFn

qdisp(α)tinv(α)xdes(α)ymaj(α) =
∑
σ∈Sn

(1 + q)asc(σ)tinv(σ)xdes(σ
−1)ymaj(σ−1).

An analogous formula holds for any other statistic that depends only on the inversion set.

3.1. A cyclic sieving phenomenon. Let X be a finite set, let X(q) be a polynomial in q such that X(1) =
|X|, let C = ⟨g⟩ be a cyclic group of order n acting on X, and let ω be a primitive nth root of unity. The
triple (X,X(q), C) is said to exhibit the cyclic sieving phenomenon [21] if X(ωj) = |{x ∈ X : cj(x) = x}|
for every c ∈ C.

We use the following facts (setting a = 1 in [21, Equation (4.5)]). Let ω be a primitive nth root of unity
as before, let d be a divisor of n, and let c = (c1, c2, . . . , ck) ⊨ n. Then

(10)

[
n

c1, c2, . . . , cℓ

]
t=ωn/d

=

( n
d

c1
d ,

c2
d , . . . ,

ck
d

)
,

where we adopt the convention that any multinomial expression involving one or more non-integers is zero.
As shown in [7, Lemma 3.12, Proposition 3.13, Corollary 3.14], there is an Sn-action on UPFn, in which

α and β belong to the same orbit if and only if α↑ = β↑; that is, α and β have the same block structure. In
particular, UPF↑

n is a system of representatives for the Sn-orbits of UPF, and total displacement is constant
on each orbit.

The cyclic subgroup Cn of Sn generated by the n-cycle g = (1 2 · · · n) ∈ Sn acts on UPFn by restricting

the Sn-action on UPFn to Cn. For k ∈ N, let UPFdisp
n,k be the set of unit interval parking functions with

total displacement k and set

fdispn,k (t) =
∑

α∈UPFdisp
n,k

tinv(α),

so that Φn,1(q, t) =
∑
k q

kfdispn,k (t).
7
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Theorem 3.6. The triple (UPFdisp
n,k , f

disp
n,k (t), Cn) satisfies the cyclic sieving phenomenon for each n and k.

That is, if ω is a primitive nth root of unity, then, for all n, k, j,

fdispn,k (ωj) =
∑

α∈UPFdisp
n,k

(ωj)inv(α) = |{α ∈ UPFdisp
n,k : gjα = α}|.

Proof. Let ω be a primitive nth root of unity. It suffices to consider the case that n = dj for some positive
integers d, j, so that ωj is a primitive dth root of unity. For each β ∈ UPF↑

n, let O(β) be its Sn-orbit, and

write its block structure as πβ1 | πβ2 | · · · | πβmβ
.

Recall that the elements of each block of α ∈ UPFn occur in weakly increasing order in α, left to right.
Therefore, the number of inversions of α is unchanged by replacing each element in its jth block with the
number j. Accordingly, ∑

α∈O(β)

tinv(α) =
∑

u∈Sn·wβ

tinv(u)

=

[
n

|πβ1 |, |π
β
2 |, . . . , |πβmβ |

]
t

,(11)

where wβ = 1 · · · 12 · · · 2 · · ·mβ · · ·mβ is a word with |πβ1 | 1’s, |π
β
2 | 2’s, etc, written in weakly increasing order.

The equality in (11) is [24, Prop. 1.7.1], originally due to MacMahon [20, pp. 314-315]. Now∑
α∈UPFn

qdisp(α)(ωj)inv(α) =
∑

β∈UPF↑
n

qdisp(β)
∑

α∈O(β)

(ωj)inv(α)

=
∑

β∈UPF↑
n

qdisp(β)
[

n

|πβ1 |, |π
β
2 |, . . . , |π

β
mβ |

]
t=ωj

=
∑

β∈UPF↑
n

qdisp(β)
(

n/d

|πβ1 |/d, |π
β
2 |/d, . . . , |π

β
mβ |/d

)
,(12)

where the equality in (12) follows from (10).
We can interpret the multinomial coefficient in (12) combinatorially. By [7, Prop. 3.13], an element

α = (a1, a2, . . . , an) ∈ UPFn is fixed by gj if and only if, for every i ∈ [j], all entries ai, ai+j , . . . , ai+(d−1)j

whose indices form a congruence class modulo j belong to a common block. Hence, if α has block structure
π1 | π2 | · · · | πm, then there are (

n/d

|π1|/d, |π2|/d, . . . , |πm|/d

)
elements in the Sn-orbit of α that are fixed by gj . (The elements of each block have to appear in increasing
order, so the only choice to make is how to apportion the congruence classes among the blocks.) Thus, (12)
becomes

(13)
∑

α∈UPFn

qdisp(α)(ωj)inv(α) =
∑

β∈UPF↑
n

qdisp(β)|{α ∈ O(β) : gjα = α}|

and grouping together unit interval parking functions with the same total displacement, we have∑
α∈UPFdisp

n,k

(ωj)inv(α) = |{α ∈ UPFdisp
n,k : gjα = α}|,

as desired. □

Corollary 3.7. Let n be a positive integer.
(1) If ω is a primitive nth root of unity, then∑

α∈UPFn

qdisp(α)ωinv(α) = qn−1.
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(2) If n is even, then ∑
α∈UPFn

qdisp(α)(−1)inv(α) = qn/2
∑

α∈UPFn/2

qdisp(α).

Proof. (1) This is the case j = 1 of Theorem 3.6. A UPF is fixed by g if and only if it has a single block of
size n. There is exactly one such UPF, namely α = (1, 1, 2, . . . , n− 1), which has total displacement n− 1.

(2) Let UPF2
n be the set of unit interval parking functions whose block sizes are all divisible by 2 and let

UPF2↑
n = UPF2

n ∩UPF↑
n. Since an increasing UPF is determined by its list of block sizes, in order, there is

a bijection ϕ : UPF2↑
n → UPF↑

n/2 given by dividing all block sizes by 2. (For instance, ϕ(1123 | 55 | 7789) =
11 | 3 | 44, because these are the unique increasing UPFs with block sizes 4, 2, 4 and 2, 1, 2 respectively.)
Note also that disp(β) = disp(ϕ(β)) + n/2. Now substituting j = n/2 in (12) yields∑

α∈UPFn

qdisp(α)(−1)inv(α) =
∑

β∈UPF2↑
n

qdisp(β)
(

n/2

|πβ1 |/2, π
β
2 |/2, . . . , |π

β
mβ |/2

)

= qn/2
∑

α∈UPF↑
n/2

qdisp(α)
(

n/2

|πα1 |, |πα2 |, . . . , |παmα
|

)
(setting α = ϕ(β))

= qn/2
∑

α∈UPFn/2

qdisp(α),

where the last step follows from (12), replacing n and j with n/2 and d with 1. □

3.2. From ℓ = 1 to ℓ = 2. Theorem 3.3 can be viewed as reducing the enumeration of 1-interval parking
functions to the enumeration of 0-interval parking functions, which are just permutations. We now describe
a similar reduction from 2-interval parking functions to 1-interval parking functions, although it is more
complicated.

Let β = (b1, b2, . . . , bn) ∈ UPFn have block structure π1 | π2 | · · · | πm. Let R(β) be the set of numbers
i ∈ [n] such that bi is the second entry in its block πj , where j > 1, and bi occurs after the last entry of block
πj−1 Let S(β) be the set of numbers i ∈ [n] such that bi is the third or later entry in its block πj . Then

(14) |S(β)| =
m∑
i=1

max(|πi| − 2, 0).

Example 3.8. If β = 7511278935 ∈ UPF10, then its block structure is π1 | π2 | π3 = 1123 | 55 | 7789.
The second entry in block π2 is b10 = 5 and appears after the last entry of π1, which is b9 = 3. Hence,
10 ∈ R(β). The second entry in block π3 is b6 = 7 and does not appear after the last entry of π2, which is
b8 = 7. Hence, 6 /∈ R(β). Thus, we have R(β) = {10}. Lastly, in block π1 = 1123 the third or later entries
are b5 = 2 and b9 = 3, while in block π3 = 7789 the third or later entries are b7 = 8 and b8 = 9. Hence,
S(7511278935) = {5, 7, 8, 9}. As expected, by (14), |S(β)| = 2 + 0 + 2 = 4.

Observe that

R(β) ∩ S(β) = ∅, and(15)

R(β) ∪ S(β) = {i ∈ [2, n] : spots bi − 1 and bi are both occupied when car i parks}.(16)

In particular, if i ∈ R(β), then spot bi − 1 is occupied by the last car of block πj−1, and spot bi by the first
car of block πj .

Example 3.9. Continuing Example 3.8, let β = 7511278935 and we can confirm R(β) ∩ S(β) = ∅. One
can readily confirm that the only indices i ∈ [2, n] such that spots bi − 1 and bi are occupied when car
i parks are precisely the indices i ∈ {5, 7, 8, 9, 10} = R(β) ∪ S(β). For example, when car 7 parks, spots
b7 − 1 = 8− 1 = 7 and b7 = 8 are occupied by cars 1 and 6, respectively.

Define a map η : IPFn(2) → UPFn by

η(α)i =

{
ai + 1 dispα(i) = 2,

ai dispα(i) ≤ 1.

9



Informally, η(α) is the result of asking each car with displacement 2, “Please lower your expectations by
one spot.” It is unsurprising, though not entirely obvious, that the result is a unit interval parking function
with the same spot permutation, as we now prove.

Lemma 3.10. Let α ∈ IPFn(2) and β = η(α). Then β ∈ UPFn, and spotβ = spotα.

Proof. We show by induction that spotβ(i) = spotα(i) and dispβ(i) ≤ 1 for all i ∈ [n]. For i = 1, we have
dispα(1) = 0, so b1 = a1 = spotβ(1) = spotβ(1). For the inductive step, suppose that spotα(j) = spotβ(j)
for all j < i.

• If dispα(i) ≤ 1, then bi = ai and spotβ(i) = spotα(i); in particular, dispβ(i) ≤ 1.
• If dispα(i) = 2, then spotα(i) = ai + 2. In particular, spots ai and ai + 1 are full when car i parks.
Changing the preference of the ith car from ai to bi = ai + 1 does not affect where car i parks, but
then dispβ(i) = ai + 2− bi = 1. □

We now prove our main enumeration result on 2-interval parking functions.

Theorem 3.11. For all n ≥ 1,∑
α∈IPFn(2)

qdisp(α)tinv(α) =
∑

β∈UPFn

qdisp(β)tinv(β)(1 + q)|S(β)|(1 + qt)|R(β)|.

In particular,

| IPFn(2)| =
∑

β∈UPFn

2|S(β)|+|R(β)|.

Proof. Let β = (b1, b2, . . . , bn) ∈ UPFn have block structure π1 | π2 | · · · | πm. Let R = R(β) and S = S(β).
For R ⊆ R and S ⊆ S, define α = (a1, a2, . . . , an) = gβ(R,S) by

ai =

{
bi − 1 if i ∈ R ∪ S,
bi if i ̸∈ R ∪ S.

Then α is a parking function by the rearrangement criterion. In light of the description of R∪ S in (16), it
follows that for all i ∈ [n],

i ∈ R ∪ S if and only if dispα(i) = 2;(17a)

i ̸∈ R ∪ S if and only if dispα(i) ≤ 1;(17b)

spotα(i) = spotβ(i).(17c)

Therefore, α ∈ η−1(β) ⊆ IPFn(2). That is, we have a function

gβ : 2
R × 2S → η−1(β).

We claim that gβ is a bijection. It is injective by definition (note that R ∩ S = ∅). To show that gβ is
surjective, it suffices to show that if α ∈ η−1(β) and dispα(i) = 2, then i ∈ R ∪ S. Indeed, bi = ai + 1 by
definition of η. Since dispα(i) = 2, when car i parks, spots ai = bi − 1 and ai + 1 = bi are both occupied,
and since spotα = spotβ by Lemma 3.10, we have i ∈ R ∪ S by (16).

Note that the inverse map fβ = g−1
β is given by fβ(α) = (R,S), where

R = R∩ {i ∈ [n] : dispα(i) = 2}, and S = S ∩ {i ∈ [n] : dispα(i) = 2}.
Now, let β ∈ UPFn, and let α = gβ(R,S) for some R ⊆ R(β) and S ⊆ S(β). Then

dispα(i) =

{
dispβ(i) if i /∈ R ∪ S,
dispβ(i) + 1 if i ∈ R ∪ S,

so

(18) disp(α) = disp(β) + |R|+ |S|.
We now describe inv(α) in terms of inv(β). Suppose for contradiction that (i, j) is an inversion of β but

not of α. Then, by definition of gβ , i ∈ R∪S, j ̸∈ R∪S, and bi = bj+1. Hence, ai = bi−1 = bj = aj . Since
β is a unit interval parking function, it does not have inversions within blocks (Theorem 2.10, part (2));
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hence, bi and bj must be in different blocks. Thus, bi is either the first or second element of some block
πk+1 and bj is the last element of block πk. If bi is the first element of πk+1, then i /∈ R ∪ S. If bi is the
second element of πk+1 then again i /∈ R∪S because bi occurs before the last entry of πk, namely bj . Hence,
i /∈ R ∪ S, which is a contradiction. We conclude that Inv(β) ⊆ Inv(α).

Now suppose that (i, j) is an inversion of α but not of β. Then i ̸∈ R ∪ S, j ∈ R ∪ S and bi = bj by
definition of gβ . Hence, j ∈ R because it is the second occurrence of the same number (since i < j) and thus
is the second entry of its block. Conversely, whenever bi = bj with i < j, the pair (i, j) is an inversion of α
but not of β. Therefore,

(19) inv(α) = inv(β) + |R|.
and combining (18) and (19) we obtain

(20) qdisp(α)tinv(α) = qdisp(β)+|R|+|S|tinv(β)+|R|.

Consequently, ∑
α∈η−1(β)

qdisp(α)tinv(α) =
∑
R⊆R

∑
S⊆S

qdisp(β)+|R|+|S|tinv(β)+|R|

= qdisp(β)tinv(β)

∑
R⊆R

(qt)|R|

∑
S⊆S

q|S|


= qdisp(β)tinv(β)(1 + q)|S(β)|(1 + qt)|R(β)|,

and summing over all β ∈ UPFn yields the theorem. □

Example 3.12. Let β = 6411624 ∈ UPF7, which has block structure β↑ = 112|44|66. Positions 4,5,7
contain the second elements of the blocks. Note that R(β) = {7}, because:

• 4 /∈ R(β) because it is the second element of the first block.
• 5 /∈ R(β): the 6 in position 5 is the second element of π3, but it occurs to the left of the largest
element of π2, namely the 4 in position 7.

• 7 ∈ R(β): the 4 in position 7 is the second element of π2, and it occurs to the right of the largest
element of π1, namely the 2 in position 5.

Meanwhile, S(β) = {6}. We have

spotβ = 6412735, disp(β) = 0+0+0+1+1+1+1 = 4, inv(β) = |{12, 13, 14, 16, 17, 23, 24, 26, 56, 57}| = 10.

The possibilities for R and S and the corresponding 2-interval parking functions α = gβ(R,S) are as follows.

R S α spotα disp(α)
∅ ∅ 6411624 6412735 0 + 0 + 0 + 1 + 1 + 1 + 1 = 4
7 ∅ 6411623 6412735 0 + 0 + 0 + 1 + 1 + 1 + 2 = 5
∅ 6 6411614 6412735 0 + 0 + 0 + 1 + 1 + 2 + 1 = 5
7 6 6411613 6412735 0 + 0 + 0 + 1 + 1 + 2 + 2 = 6

In the cases that R is nonempty, the new inversion is underlined.

4. Enumeration via ciphers

For positive integer n and nonnegative integer k, define

UPFinv
n,k = {α ∈ UPFn : inv(α) = k}, upf invn,k = |UPFinv

n,k |.

Setting q = 1 in Theorem 3.3 and extracting the coefficient of tk yields

(21) upf invn,k =
∑
σ∈Sn

inv(σ)=k

2asc(σ)

although it is not clear how to convert this expression to a closed formula. In this section, we describe how
work of Avalos and Bly [4], together with block structure theory (Theorem 2.10), can be used to determine

the numbers upf invn,k through the use of ciphers, an analogue of Lehmer codes for unit interval parking
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functions. We then use ciphers to provide a new proof of [10, Theorem 1.2], which counts Boolean intervals
of Sn under the right weak order by certain unit interval parking functions.

4.1. The Avalos–Bly and cipher bijections. Let m and n be nonnegative integers. In what follows,
T = (T1, T2, . . . , Tm) always denotes an ordered list of multisets of nonnegative integers. Let type(T ) =
(|T1|, |T2|, . . . , |Tm|). Avalos and Bly [4, Defns. 1.8, 1.10] defined

T m
n = {T = (T1, T2, . . . , Tm) : |T1|+ |T2|+ · · ·+ |Tm| = n and 0 ≤ x ≤

∑i−1
j=1 |Tj | for all x ∈ Ti},

T m
n (k) = {T = (T1, T2, . . . , Tm) ∈ T m

n :
∑
i

∑
x∈Ti

x = k}.

They proved [4, Proposition 1.9] that there is a bijection

φ : [m]n → T m
n

defined as follows. Given w = (w1, w2, . . . , wn) ∈ [m]n and j ∈ [n], define

(22) inv(w, j) = |{ℓ ∈ [j + 1, n] : wj > wℓ}|
(the number of inversions with wj as the left element).

They then define multisets Ti = {inv(w, j) : wj = i} and set φ(w) = (T1, T2, . . . , Tm). In particular, since
inv(w) =

∑m
j=1 inv(w, j), it follows that φ restricts to a bijection

{w ∈ [m]n : inv(w) = k} → T m
n (k),

which is [4, Proposition 1.11]. If we define the content of w ∈ [m]n as cont(w) = (|w−1(1)|, . . . , |w−1(m)|)
(thinking of w as a map w : [n] → [m]), then the construction implies that type(T ) = cont(w). Therefore,
for each weak composition c of n, the map φ restricts to bijections

(23)
{w ∈ [m]n : cont(w) = c} → {T ∈ T m

n : type(T ) = c},
{w ∈ [m]n : cont(w) = c, inv(w) = k} → {T ∈ T m

n (k) : type(T ) = c}.
Combining the Avalos–Bly bijections (23) with that of Corollary 2.11, we obtain bijections

{α ∈ UPFn : (|π1|, . . . , |πm|) = c} → {T ∈ T m
n : type(T ) = c},

{α ∈ UPFinv
n,k : (|π1|, . . . , |πm|) = c} → {T ∈ T m

n (k) : type(T ) = c},
for each (strict) composition c. We can now state the main result of this section, which follows from gluing
these last bijections together over all compositions c.

Theorem 4.1 (Cipher Bijection). Let n and m be positive integers and let k be a nonnegative integer. Then

(24) ψ : UPFinv
n,k →

n⋃
m=1

Gmn (k),

where
Gmn (k) = {(T1, T2, . . . , Tm) ∈ T m

n (k) : |Ti| > 0 for all i}.

We call ψ(α) the cipher of α. We represent ciphers by writing each Ti as a string of boldface numbers in
weakly decreasing order, separated by bars. For instance, 00

∣∣110∣∣31∣∣100
∣∣110∣∣31∣∣100
∣∣110∣∣31∣∣1 is an element of G4

8(7).

Example 4.2 (One inversion). Let n ≥ 2. We calculate upf invn,1. By (24), we have a bijection

UPFinv
n,1 →

n⋃
m=1

Gmn (1).

The right-hand side consists of sequences (T1, T2, . . . , Tm) where each Ti is a nonempty multiset of 0’s and
1’s, containing a total of n− 1 0’s and one 1, with the 1 not appearing in T1 (so in particular m ≥ 2). The
ciphers for such a sequence are precisely those words that start with 000, followed by some permutation of the
following substrings: one copy of

∣∣1∣∣1∣∣1, and n−2 more strings each of which can be either 000 or
∣∣0∣∣0∣∣0. (The number

of
∣∣0∣∣0∣∣0’s used is thus m− 1.) The “regular expression” for all such ciphers is

000 ·
(
{
∣∣1∣∣1∣∣1}1, {000, ∣∣0∣∣0∣∣0}n−2

)
12



(we use this notation in the next example as well) and it is now elementary that

(25) upf invn,1 = 2n−2(n− 1).

Example 4.3 (Two inversions). Let n ≥ 3. We calculate upf invn,2. Here are the possibilities:

(1) The cipher has one 222 and n− 1 000’s. The regular expression is
(
000000,0|00|00|0

)
·
(
{
∣∣2∣∣2∣∣2}1, {∣∣0∣∣0∣∣0, 000}n−3

)
. There

are 2n−2 such words.
(2) The cipher has two 111’s and n− 2 000’s. There are two subcases:

(a) The 111’s are in different blocks.
Regular expression: 000 ·

(
{
∣∣1∣∣1∣∣1}2, {∣∣0∣∣0∣∣0, 000}n−3

)
Count: 2n−3

(
n−1
2

)
(b) The 111’s are in the same block.

Regular expression: 000 ·
(
{
∣∣11∣∣11∣∣11}1, {∣∣0∣∣0∣∣0, 000}n−3

)
Count: 2n−3(n− 2)

Adding these counts, we obtain

(26) upf invn,2 = 2n−3

(
3(n− 2) +

(
n− 1

2

))
= 2n−4(n− 2)(n+ 5).

Example 4.4 (Three inversions). Let n ≥ 3. We calculate upf invn,3. The regular expressions and their counts
are as follows:

000 ·
(
{
∣∣0∣∣0∣∣0,000})2 · ({∣∣3∣∣3∣∣3}1, {∣∣0∣∣0∣∣0, 000}n−4

)
22 · 2n−4 · (n− 3)

{000000,0
∣∣00
∣∣00
∣∣0}1 · ({∣∣21∣∣21∣∣21}1, {∣∣0∣∣0∣∣0, 000}n−4

)
2 · 2n−4 · (n− 3)

0
∣∣10
∣∣10
∣∣1 · ({∣∣2∣∣2∣∣2}1, {∣∣0∣∣0∣∣0, 000}n−3

)
2n−3 · (n− 2)

{000000,0
∣∣00
∣∣00
∣∣0}1 · ({∣∣2∣∣2∣∣2}1, {∣∣1∣∣1∣∣1}1, {∣∣0∣∣0∣∣0, 000}n−4

)
2 · 2n−4 · (n− 3)(n− 2)

000 ·
(
{
∣∣1∣∣1∣∣1}3, {∣∣0∣∣0∣∣0, 000}n−4

)
2n−4 ·

(
n−1
3

)
000 ·

(
{
∣∣11∣∣11∣∣11}1, {∣∣1∣∣1∣∣1}1, {∣∣0∣∣0∣∣0, 000}n−4

)
2n−4 · (n− 3)(n− 2)

000 ·
(
{
∣∣111∣∣111∣∣111}1, {∣∣0∣∣0∣∣0, 000}n−4

)
2n−4 · (n− 3)

Adding up the counts, we obtain

(27) upf invn,3 = 2n−4

(
1

6
n3 + 2n2 − 25

6
n− 8

)
.

Comparing the formulas (25), (26), and (27), we are led to the following general conjecture, which we
leave as an open problem.

Conjecture 4.5. Let n ≥ 1 and k ∈ {0, 1, . . . , n(n− 1)/2}. Then upf invn,k = O(2n−2knk).

4.2. Ciphers and Lehmer codes. We describe another way to construct ciphers by way of Lehmer codes
for permutations. Let En,k be the set of words w ∈ {0, 1, . . . , n− 1}n satisfying

(1) wi ≤ i− 1 for all i ∈ [n], and
(2)

∑n
i=1 wi = k.

Then a cipher T ∈ Gn(k) can be constructed from a word w ∈ En,k by inserting bars. If wi < wi+1, we must

insert a bar between wi and wi+1; otherwise, we may insert a bar. Hence, we can construct 2n−1−asc(w)

ciphers from w, and every cipher arises in this way. It follows that

(28) upf invn,k =
∑

w∈En,k

2n−1−asc(w).

Define

En =
⋃
k≥0

En,k = {0} × {0, 1} × · · · × {0, 1, . . . , n− 1}.

Then En is the set of Lehmer codes (backwards); see [24, p. 34]. There is a bijection γ : En → Sn from
Lehmer codes to permutations: given w ∈ En, construct γ(w) by starting with the empty word and inserting
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1, 2, . . . , n successively, placing i to the left of wi letters. It is not hard to see that for all w ∈ En,

Asc(w) = Des(γ(w)−1)(29)

and
n∑
i=1

wi = inv(γ(w)).(30)

Applying (29) to (28) and observing that asc(σ) + des(σ) = n− 1 for all σ ∈ Sn, we obtain

upf invn,k =
∑
σ∈Sn

inv(σ)=k

2n−des(σ−1)−1 =
∑
σ∈Sn

inv(σ)=k

2asc(σ),

which recovers the q = 1 specialization of Theorem 3.3.
Define the underlying code of a cipher T ∈ Gn(k) to be the word code(T ) ∈ En obtained from T by

removing all bars. Likewise, the underlying code of a UPF α is code(α) = code(ψ(α)), where ψ is the
Avalos–Bly bijection.

Corollary 4.6. For a unit interval parking function α, the Lehmer code of spotα is the underlying code of
α. In particular, if β is a unit interval parking function, then α and β have the same outcome permutation
if and only if ψ(α) and ψ(β) have the same underlying code.

Proof. Let π1 | π2 | · · · | πm be the block structure of α = (a1, a2, . . . , an). As in the Avalos–Bly construction
described above, for each i ∈ [m], let Ti denote the multiset of all numbers inv(α, j) (see (22)) such that
aj ∈ πi. Then w = code(ψ(α)) is the concatenation T1T2 · · ·Tm, where each Ti is sorted in weakly decreasing
order. Let σ = γ(w). Then (i, j) ∈ Inv(γ(w)) if and only if σi > σj and wσi

> wσj
+ wσj+1 + · · · + wσi−1;

in this case ai must belong to a later block than aj , so (i, j) ∈ Inv(α). Thus Inv(γ(w)) ⊆ Inv(α), and since

| Inv(γ(w))| =
n∑
i=1

wi =

n∑
i=1

ψ(α)i = | Inv(α)|

(by the constructions of γ, w and ψ, respectively), we conclude that Inv(γ(w)) = Inv(α).
On the other hand, Inv(spotα) = Inv(α). A permutation is uniquely determined by its inversion set, so

spotα = σ = γ(w). Hence, γ−1(spotα) must be the underlying code of ψ(α). □

Example 4.7. Let w = 00110311 ∈ E8,7. The corresponding ciphers are of the form 0 ·0|1 ·1 ·0|3 ·1 ·1, where
each dot is replaced either with | or with the null symbol. The unit interval parking function corresponding
to any of these 32 ciphers has σ = spotα = 13642785, e.g.,

00|110|311 ψ−1

7−−−→ 13631674
C7−→ 13642785,

00|1|10|3|11 ψ−1

7−−−→ 13641774
C7−→ 13642785.

Then σ−1 = 15248367 = γ(w)−1. Note that Des(σ−1) = {2, 5} = Asc(w).

4.3. Unit Fubini rankings. A unit Fubini ranking is a unit interval parking function whose blocks all
have size 1 or 2. Unit Fubini rankings were introduced in [10] to study Boolean intervals of Sn under the
right weak order. We can use ciphers to provide a new proof of the main result of that paper.

Theorem 4.8 ([10, Theorem 1.2]). Unit Fubini rankings with n− r blocks and k inversions are in bijection
with rank-r Boolean intervals [σ, τ ] of Sn under the right weak order with inv(σ) = k.

This statement is ostensibly a refinement of [10, Theorem 1.2], which does not mention inversions explicitly,
but it is not difficult to use the methods of [10] together with elementary facts such as Lemma 2.14 to obtain
the more refined version.

Proof. Call a set of integers sparse if it contains no two consecutive integers. Let UFRmn,k be the set of unit
Fubini rankings of length n with m blocks and k inversions. The bijection (24) restricts to a bijection

ψ : UFRmn,k → T̂ m
n (k) := {(T1, T2, . . . , Tm) ∈ T m

n (k) : |Ti| ∈ {1, 2} for all i}.
14



As in Example 4.7, the elements of T m
n (k) can be represented as ciphers as follows: choose a word w ∈ En,k,

insert bars at all its ascents, and insert additional bars as needed so as to obtain m blocks, all of size 1 or
2. That means that we need a total of m− 1 bars; if B is the set of non-ascents where there are bars, then
|B| = m− 1− |Asc(w)|. Thus we have a bijection

T̂ m
n (k) →

(w,B) :

w ∈ En,k,
B ⊆ [n− 1] \Asc(w),
|B| = m− 1− |Asc(w)|, and
[n− 1] \ (Asc(w) ∪B) is sparse

 .

We may replace (w,B) with the equivalent data (σ,C), where σ = γ(w)−1 and C = Asc(σ) \ B. (By (29),
we have [n− 1] \Asc(w) = [n− 1] \Des(σ) = Asc(σ).) Translating the conditions on (w,B) into conditions
on (σ,C), we obtain a bijection

T̂ m
n (k) →

(σ,C) :
σ ∈ Sn, inv(σ) = k,
C ⊆ Asc(σ), |C| = n−m, and
C is sparse

 .

On the other hand, a Boolean interval in the right weak order with bottom element σ and rank r is given
precisely by choosing r pairwise commuting elementary transpositions si such that inv(σsi) > inv(σ) for
every i, which is equivalent to choosing a sparse subset of Asc(σ) of size r. □

Remark 4.9. Let Fibi denote the ith Fibonacci number: (Fib0,Fib1,Fib2,Fib3, . . . ) = (1, 1, 2, 3, . . . ).
Theorem 1.1 of [10] states that for each σ ∈ Sn, the number of Boolean intervals in right weak order with

bottom element σ is
∏k
i=1 Fibai(σ), where a1(σ), . . . , ak(σ) are the lengths of the maximal ascending subwords

of σ = (σ1, . . . , σn), or, equivalently, of the maximal non-ascending subwords of w = γ−1(σ−1). The proof of
Theorem 4.8 provides a generating function for Boolean intervals by rank, as follows. Define the Fibonacci
polynomials Fibn(q) by

Fibn(q) =
∑

S⊆[n−1]
S sparse

q|S|

(see sequence #A011973 in [18]), so that Fibn(1) = Fibn. Then

(31)
∑
τ∈Sn

[σ,τ ] Boolean

qinv(τ)−inv(σ) =

k∏
i=1

Fibai(σ)(q).

5. Foata invariance and inv-maj equidistribution

In this section, we prove that a classical bijection of Foata [11] preserves the classes of ℓ-interval parking
functions for ℓ ∈ {1, 2, n− 2, n− 1}, from which it follows that the inversion and major index statistics are
equidistributed on each of these classes.

Theorem 5.1. Let 1 ≤ ℓ < n, and let IPFn(ℓ) denote the class of ℓ-interval parking functions of length n.
• If ℓ ∈ {1, 2, n− 2, n− 1}, then the Foata transform restricts to a bijection IPFn(ℓ) → IPFn(ℓ), and

consequently the inversion and major index statistics are equidistributed on IPFn(ℓ), i.e.,∑
p∈IPFn(ℓ)

tinv(p) =
∑

p∈IPFn(ℓ)

tmaj(p).

• If ℓ ̸∈ {1, 2, n− 2, n− 1}, then inversion and major index are not equidistributed on IPFn(ℓ), so the
Foata transform cannot be a bijection IPFn(ℓ) → IPFn(ℓ).

The proof spans several cases, which we order by increasing difficulty.
• ℓ = n− 2: Proposition 5.7
• 3 ≤ ℓ ≤ n− 3: Proposition 5.8
• ℓ = 1: Proposition 5.9
• ℓ = 2: Proposition 5.10
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5.1. The Foata transform on words. We begin by describing Foata’s bijection [11] and its relevant
properties.

Definition 5.2 ([11]). The Foata transform is the function F defined inductively on words w = w1 · · ·wn
as follows.

• For n = 1, we set F (w) = w.
• For n > 1, F (w) is defined as follows. Let w′ = F (w1 · · ·wn−1) = w′

1 · · ·w′
n−1.

– If wn ≥ w′
n−1, then place a separator after every w′

i such that wn ≥ w′
i.

– If wn < w′
n−1, then place a separator after every w′

i such that wn < w′
i.

• Cycle each segment (i.e., each maximal subword between consecutive separators) by moving its
rightmost entry to the start.

• Finally, append wn. The result is F (w).

For an example of the algorithm in action, see [24, Example 1.4.7].
Foata [11] proved that F is a bijection, and that inv(F (w)) = maj(w) for all words w, which implies

equidistribution of inversion number and major index for permutations (which are 0-interval parking func-
tions), i.e.,

(32)
∑
w∈Sn

qinv(w) =
∑
w∈Sn

qmaj(w).

Equidistribution had been proved previously by MacMahon [20], but the Foata transform gave the first
combinatorial proof. (For more detail, see [24, pp. 41–43].)

It is immediate from the definition of F that it preserves the content of a word, i.e., the number of
occurrences of each letter. In particular, it preserves the class of parking functions (which are (n − 1)-
interval parking functions). Moreover, the definition of F also implies that for each i, the “partial Foata
transform” Fi defined by Fi(w) = F (w1 · · ·wi)wi+1 · · ·wn is also a bijection.

The motivating question of this section is: When does the Foata transform preserve the class of ℓ-interval
parking functions of length n? When the answer is positive, equidistribution of inversion number and major
index for that class follows immediately.

5.2. Permuting parking functions. Here we compare different parking functions related by permutations
(specifically, by partial Foata transforms). It is convenient to assign each car a permanent unique identifier
(its “license plate”, so to speak) and denote a parking function p = (p1, . . . , pn) by a two-line array

p =

(
C1 · · · Cn
p1 · · · pn

)
in which Ci means the car with license plate i; pi is its preference; and the order of columns indicates the
order with which cars enter the parking lot.

Remark 5.3. The objective of using Ci is to be able to change the order in which the cars park but not
change their preferences. For example, when p = 112, we say car 2 prefers to park in spot 1. Then we
can tell those cars to keep their preferences but change their order in the queue to now park enter in the
order 1 → 3 → 2. This creates the parking function q = 121. By using the notation Ci we are able to then
reference that the car that was the 2nd car in p is now the 3rd car in q. In other words,

p =

(
C1 C2 C3

1 1 2

)
becomes q =

(
C1 C3 C2

1 2 1

)
.

This notation is convenient, as it allows one to say clearly how we compare the displacements of the cars as
we make small changes to a parking function.

Accordingly, we write spotp(Ci) for the spot in which car Ci parks with respect to p, and define dispp(Ci) =
spotp(Ci)− pi. For example, if p is the parking function

p =

(
C1 C2 C3 C4 C5 C6

1 1 1 1 4 3

)
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then its Foata transform is

r = F (p) =

(
C5 C1 C2 C3 C4 C6

4 1 1 1 1 3

)
.

We can see for example that spotr(C4) = 5 and dispr(C4) = 5− 1 = 4. Recall that a parking function p is
an ℓ-interval parking function if and only if maxi{dispp(Ci)} ≤ ℓ.

Lemma 5.4 (Interval Rearrangement). Let p be a parking function of length n. Partition [n] into intervals
B1, . . . , Bk, and let q = p · w, where w ∈ SB1

× · · · ×SBk
. (See Section 3.1 for the action of permutations

on parking functions.) Then for each i ∈ [k] we have

{spotp(j) : j ∈ Bi} = {spotq(j) : j ∈ Bi}.

This fact may be known, but we have not found it in the literature, so we give a short proof.

Proof. The permutation w can be factored as a product of adjacent transpositions, each one belonging to
some SBi

, so it suffices to show that interchanging the order of two adjacent cars either preserves or swaps
their outcomes. Suppose that S is the set of parking spots available at some point in the algorithm, and
that the next two cars in line to park prefer spots u and v. Depending on who parks first, the two spots
they park in are either

a = min{s ∈ S : s ≥ u}, b = min{s ∈ S \ a : s ≥ v}
or

y = min{s ∈ S : s ≥ v}, z = min{s ∈ S \ y : s ≥ u}.
If u = v then evidently a = y and b = z. Without loss of generality, assume u < v.

Evidently u ≤ a ≤ z and v ≤ y ≤ b. If (a, y) = (z, b) then we are done. Otherwise, either a < z or y < b. In
the first case, the definitions of a and z imply that y = a, from which it follows that u, u+1, . . . , v−1 ̸∈ S, and
these two conditions together imply z = b. A similar argument shows that y < b implies (y, z) = (a, b). □

Lemma 5.4 generalizes easily from parking functions to parking completions (see [1]). One useful conse-
quence is the following.

Proposition 5.5. Suppose p, q are two parking functions obtained by switching two adjacent cars, as follows:

p =

(
· · · C1 C2 · · ·
· · · x1 x2 · · ·

)
, q =

(
· · · C2 C1 · · ·
· · · x2 x1 · · ·

)
,

with x1 > x2. Then maxdisp(p) ≥ maxdisp(q). In particular, the increasing rearrangement of every ℓ-
interval parking function is an ℓ-interval parking function.

Proof. By interval rearrangement (Lemma 5.4), the sets {spotp(Cx), spotp(Cy)} and {spotq(Cx), spotq(Cy)}
are equal, say to {a, b}, where a < b. If spotp(Cx) = spotq(Cx) and spotp(Cy) = spotq(Cy), then
maxdisp(p) = maxdisp(q). Otherwise, we have without loss of generality

a = spotp(C1) = spotq(C2) < spotp(C2) = spotq(C1) = b.

In particular, b > a ≥ x1 > x2, and

max(dispp(C1),dispp(C2)) = max(a− x1, b− x2)

>max(dispq(C1),dispq(C2)) = max(b− x1, a− x2).

Thus, replacing p with q can only decrease the maximum displacement, as claimed. Iterating this argument
shows that bubble-sorting (taking a ℓ-interval parking function and sorting the smallest element to position
1, then the second smallest to position 2, etc.) produces an ℓ-interval parking function. □

Lemma 5.6 (Reserved Spot Lemma). For 1 ≤ j < k ≤ n, let

p =

(
C1 · · · Cn
p1 · · · pn

)
and q =

(
C1 · · · Cj−1 Ck Cj · · · Ck−1 Ck+1 · · · Cn
p1 · · · pj−1 pk pj · · · pk−1 pk+1 · · · pn

)
be parking functions (where the bars are included merely for clarity), and suppose that spotp(Cj) = spotq(Cj).
Then spotp(Ci) = spotq(Ci) for all i ∈ [n].
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Proof. Let p and q be parking functions as above with indices j < k.
If i < j or i < k, then the conclusion follows from interval rearrangement (Lemma 5.4).
If k = j + 1, then we know that spotp(Ci) = spotq(Ci) for all i ̸= k, so it must be the case that

spotp(Ck) = spotq(Ck) as well.
If k > j + 1, the result follows from the k = j + 1 case by factoring the cycle (j j + 1 · · · k − 1 k) into

the product of adjacent transpositions (k − 1 k)(k − 2 k − 1) · · · (j j + 1). □

5.3. Proof of Theorem 5.1. We begin with the easiest cases, showing that the Foata transform is a
bijection when ℓ = n− 2, but not when 3 ≤ ℓ ≤ n− 3.

Proposition 5.7. For all n ≥ 3 the Foata transform restricts to a bijection IPFn(n− 2) → IPFn(n− 2).

Proof. A parking function p of length n fails to be an (n − 2)-parking function precisely when some car
has displacement n − 1. That car must be the last to park, must prefer spot 1, and must park in spot n,
which implies that p̂ = (p1, . . . , pn−1) is a parking function of length n− 1. (In particular, | IPFn(n− 2)| =
(n + 1)n−1 − nn−2.) Since F fixes the last digit of p and permutes the entries of p̂, it follows that it fixes
PFn \ IPFn(n− 2), hence must fix IPFn(n− 2). □

Proposition 5.8. For n ≥ 6 and 3 ≤ ℓ ≤ n − 3, the statistics inv and maj are not equidistributed on
IPFn(ℓ).

Proof. Let In,ℓ = {p ∈ IPFn(ℓ) : inv(p) = 1} and Mn,ℓ = {p ∈ IPFn(ℓ) : maj(p) = 1}. We show that
|Mn,ℓ| < |In,ℓ|. To do so, define

PIn,ℓ =
{
(α, i) ∈ IPF↑

n(ℓ)× [n− 1] :
(I1) ai < ai+1, and
(I2) either ai+1 > i or dispα(Ci) ≤ ℓ− 1

}
,

PMn,ℓ =
{
(α, i) ∈ IPF↑

n(ℓ)× [n− 1] :
(M1) ai < ai+1, and
(M2) for all j ∈ [n], if ai+1 ≤ j ≤ i, then dispα(Cj) ≤ ℓ− 1

}
.

Our plan is to define bijections κ : PIn,ℓ → In,ℓ and λ : PMn,ℓ → Mn,ℓ, then to show that PIn,ℓ ⊋ PMn,ℓ.

First, given a pair (α, i) ∈ PIn,ℓ, let β = κ(α, i) be the parking function obtained by swapping ai and ai+1.

Since α = α↑, it follows that β is a parking function with one inversion, and α can be recovered from β as
its increasing rearrangement.

By interval rearrangement (Lemma 5.4), every car has the same outcome in β as does in α, except that
Ci and Ci+1 may switch places. Since α = α↑, the two parking spots in question are i and i+ 1. There are
two possibilities:

• If ai+1 = i+ 1, then spotβ(Cj) = spotα(Cj) for every j ∈ [n], and it follows that β ∈ IPFn(ℓ).
• If ai+1 ≤ i, then (spotβ(Ci), spotβ(Ci+1)) = (spotα(Ci+1), spotα(Ci)) = (i+1, i). By condition (I2),
dispβ(Ci+1) = dispα(Ci+1) − 1 and dispβ(Ci) = dispα(Ci) + 1. Hence β ∈ IPFn(ℓ) if and only if
dispα(Ci) ≤ ℓ− 1.

Thus we have a injective map κ : PIn,ℓ → In,ℓ. For surjectivity, observe that if β ∈ In,ℓ has a unique inversion

bi > bi+1, then α = β↑ ∈ IPF↑
n(ℓ) by Proposition 5.5, and the same case argument shows that (α, i) ∈ PIn,ℓ.

Second, given a pair (α, i) ∈ PMn,ℓ, let β = λ(α, i) be the parking function obtained by moving ai+1 to the

front. Similarly to the first case, β is a parking function with major index 1, and α = β↑.
By interval rearrangement (Lemma 5.4), the spots and displacements of cars Ci+2, . . . , Cn are unchanged

from α to β. By construction, we have for all j ∈ [n],

spotβ(Cj) =


ai+1 if j = i+ 1,

spotα(Cj) if j ≤ i and spotα(Cj) < ai+1,

spotα(Cj) + 1 if j ≤ i and spotα(Cj) ≥ ai+1,

and

dispβ(Cj) =


0 if j = i+ 1,

dispα(Cj) if j ≤ i and spotα(Cj) < ai+1,

dispα(Cj) + 1 if j ≤ i and spotα(Cj) ≥ ai+1,

=


0 if j = i+ 1,

dispα(Cj) if j < ai+1,

dispα(Cj) + 1 if ai+1 ≤ j ≤ i,
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and now condition (M2) in the definition of PMn,ℓ implies that β has maximum displacement ℓ, hence belongs
to Mn,ℓ.

Thus we have an injective map λ : PMn,ℓ → Mn,ℓ. To see that it is a surjection, let β ∈ Mn,ℓ; then α = β↑

has the form

α =

(
C2 C3 · · · Ci+1 C1 Ci+2 · · · Cn
b2 b3 · · · bi+1 b1 bi+2 · · · Cn

)
,

where i is the greatest index such that b1 > bi+1. Then α ∈ IPF↑
n(ℓ) by Proposition 5.5, and again the

calculation above shows that (α, i) ∈ PMn,ℓ.
Third, it is immediate from their definitions that PIn,ℓ ⊇ PMn,ℓ. To prove that containment is strict, consider

the parking function

p = ( 1, . . . , 1︸ ︷︷ ︸
ℓ+1 copies

, ℓ+ 1, ℓ, ℓ+ 4, ℓ+ 5, . . . , n) ∈ In,ℓ

(recall that n ≥ 6 and 3 ≤ ℓ ≤ n− 3). Then κ−1(p) = (α, ℓ+ 2), where

α = ( 1, . . . , 1︸ ︷︷ ︸
ℓ+1 copies

, ℓ, ℓ+ 1, ℓ+ 4, ℓ+ 5, . . . , n).

Thus (α, ℓ+ 2) ∈ PIn,ℓ. However, setting i = ℓ+ 2 and j = ℓ+ 1, we have

ai+1 = ℓ+ 1 ≤ j ≤ i, but dispα(Cj) = (ℓ+ 1)− aℓ+1 = (ℓ+ 1)− 1 = ℓ.

So condition (M2) fails and (α, ℓ+ 2) /∈ PMn,ℓ, proving strict containment as desired. □

We next consider the case ℓ = 1.

Proposition 5.9. The Foata transform restricts to a bijection UPFn → UPFn.

Proof. Let q ∈ UPFn, and let r be the parking function obtained by cycling a single interval [a, b]:

q =

(
· · · Ca · · · Cb · · ·
· · · qa · · · qb · · ·

)
→ r =

(
· · · Cb Ca · · · Cb−1 · · ·
· · · qb qa · · · qb−1 · · ·

)
.

Here the bars are included for clarity. Note that spotr(Cb) ≤ spotq(Cb) because passing from q to r moves
Cb toward the front of the queue.

If spotr(Cb) = spotq(Cb), then the Reserved Spot Lemma (Lemma 5.6) implies that all outcomes are
preserved, so r ∈ UPFn. Accordingly, we assume henceforth that spotr(Cb) < spotq(Cb). Since q is a unit
interval parking function, we have

0 ≤ dispr(Cb) = spotr(Cb)− qb < spotq(Cb)− qb = dispq(Cb) ≤ 1

so the two inequalities are both actually equalities. In particular,

(33) spotr(Cb) = qb and spotq(Cb) = qb + 1.

By interval rearrangement (Lemma 5.4),

b∑
i=a

spotq(Ci) =

b∑
i=a

spotr(Ci)

so

b∑
i=a

dispq(Ci) =

b∑
i=a

dispr(Ci)

and

1 +

b−1∑
i=a

dispq(Ci) =

b−1∑
i=a

dispr(Ci)
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and dispr(Ci) ≥ dispq(Ci) for all i ∈ [a, b−1]. From this we may conclude that there is a unique j ∈ [a, b−1]
such that

dispr(Cj) = dispq(Cj) + 1 and(34)

dispr(Ci) = dispq(Ci) for all i ∈ [a, b− 1] \ {j}.(35)

If dispr(Cj) = 1 and dispq(Cj) = 0, then r is a UPF and we are done. Accordingly, assume for the sake
of contradiction that dispr(Cj) = 2 and dispq(Cj) = 1. By the Reserved Spot Lemma (Lemma 5.6), the
parking function

s =

(
· · · Cb Cj Ca · · · Cj−1 Cj+1 · · · Cb−1 · · ·
· · · qb qj qa · · · qj−1 Cj+1 · · · qb−1 · · ·

)
satisfies spots(i) = spotr(i) for all i ∈ [a, b]. On the other hand, certainly

{spotq(Ci) : i ∈ [a, b]} = {spotr(Ci) : i ∈ [a, b]} = {spots(Ci) : i ∈ [a, b]}
and we have seen that for i ̸∈ {b, j},

spots(Ci) = spotr(Ci) = spotq(Ci).

We conclude that
{spotr(Cb), spotr(Cj)} = {spotq(Cb), spotq(Cj)},

which forces

spotq(Cj) = spotr(Cb) = qb, and

spotr(Cj) = spotq(Cb) = qb + 1.

Combining with (34), we have

dispq(Cj) = 1 = spotq(Cj)− qj = qb − qj

i.e., qj = qb − 1. So it must be the case that spot qj was occupied by some car in a previous segment, and
with respect to q, cars Cj and Cb park in spots qj + 1 and qj + 2 respectively. On the other hand, with
respect to r, car Cb parks first in spot qj +1, and car Cj must park in spot qn +2, giving it displacement 2.

Now, suppose that the cycling operation that produced r from q was a step in the Foata transform
(Definition 5.2). In particular qj < pn ≤ qb, and in fact pn = qb (by the earlier observation qj = qb− 1). But
since q is a UPF, we have

spotq(Cn) ∈ {qb, qb + 1}
but this is impossible because

spotq(Cj) = qj + 1 = qb and spotq(Cb) = qj + 2 = qb + 1

giving the desired contradiction. □

Finally, we consider the most difficult case, when ℓ = 2.

Proposition 5.10. For all n ≥ 1, if p ∈ IPFn(2), then F (p) ∈ IPFn(2).

Proof. We define aBoojum2 to be a parking function p such that (i) maxdisp(p) = 2; (ii) maxdisp(F (p)) > 2;
and (iii) p is of minimal length among all parking functions satisfying (i) and (ii). We show that Boojums
do not exist.

Suppose for contradiction that p = (p1, . . . , pn) is a Boojum. We mostly work with q = Fn−1(p) =
(q1, . . . , qn), where as before Fn−1 is a partial Foata transform. Accordingly, we assume that the order of
cars with respect to q is C1, . . . , Cn. Note that q is a parking function (because it is a rearrangement of the
parking function p). Let r = F (p).

Observe that q itself is a 2-parking function, because
• p̂ = (p1, . . . , pn−1) is a 2-parking function, and by minimality of Boojums q̂ = (q1, . . . , qn−1) = F (p̂)
is as well; and

• qn = pn, so by interval rearrangement (Lemma 5.4) and the fact that q̂ is a permutation of p̂, we
have dispq(Cn) = dispp(Cn) ≤ 2.

2A creature that does not exist: see [6]
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Consider what happens in the last step of calculating the Foata transform of p. We place some set of
separators in q̂, cycle each segment, and then append pn. Suppose there are k ≥ 1 separators after positions
i1, . . . , ik where ik = n− 1. That is,

q =

(
C1 · · · Ci1 Ci1+1 · · · Ci2 · · · Cik−1+1 · · · Cik Cn
q1 · · · qi1 qi1+1 · · · qi2 · · · qik−1+1 · · · qik pn

)
and

r =

(
Ci1 C1 · · · Ci1−1 Ci2 Ci1+1 · · · Ci2−1 · · · Cik Cik−1+1 · · · Cik−1 Cn
qi1 q1 · · · qi1−1 qi2 qi1+1 · · · qi2−1 · · · qik qik−1+1 · · · qik−1 pn

)
.

By the definition of a Boojum, q is a 2-interval parking function and r is not. That is, for some j, we have

(36) dispq(Cj) ≤ 2 < dispr(Cj).

Note that j ̸= n, because spotq(Cn) = spotr(Cn) (so, dispr(Cn) = dispq(Cn)). Moreover, if j ≤ ik−1, then
q1 · · · qik−1

pn is the ik−1th partial Foata transform of a smaller Boojum, which contradicts the minimality
assumption on p. Therefore, ik−1 + 1 ≤ qj ≤ ik. Thus, we are concerned only with the behavior of the cars
with labels in the interval B = [u, . . . , n− 1], where for convenience we set u = ik−1 + 1.

We claim that spotq(Cn−1) > spotr(Cn−1). Indeed, since Cn−1 parks earlier with respect to r than with
respect to q, we have spotq(Cn−1) ≥ spotr(Cn−1). If equality holds, then by the Reserved Spot Lemma
(Lemma 5.6), r would in fact be a 2-interval parking function, a contradiction. Consequently,

(37) 2 ≥ dispq(Cn−1) > dispr(Cn−1) ≥ 0.

Also, pn ̸= qj . To see this, observe that because dispr(Cj) > dispr(Cn) even though Cj parks before Cn,
so their preferred spots cannot possibly be equal.

We now consider two cases of the Foata bijection.

Case 1: Assume qu, . . . , qn−2 ≤ pn < qn−1. Observe that no car that originally parked in a spot less than
qn−1 is affected by the cycling. In particular,

(38) spotq(Cj) ≥ qn−1.

The assumptions of Case 1 imply that

(39) qn−1 > pn > qj .

Now from (36) and (38) and (39) we get

(40) qj < pn < qn−1 ≤ spotq(Cj) ≤ 2 + qj .

Therefore pn = qj + 1, and thus qn−1 = spotq(Cj) = qj + 2. Since dispr(Cj) ≥ 3, we know that spots
qj+1, qj+2 were already occupied before Cj parks, and qj+3 (at least) is occupied after Cj parks. Therefore,
Cn, who wanted to park in spot pn = qj+1, cannot park in any of the spots in the set {qj+1, qj+2, qj+3}.
So dispr(Cn) ≥ 3. But dispr(Cn) = dispq(Cn), which contradicts the assumption that p is a 2-interval
parking function and eliminates Case 1.

Case 2: Assume qu, . . . , qn−2 > pn ≥ qn−1.
Suppose that spotq(Ci) ̸= qn−1 for all i < u. That is, spot qn−1 is available before the cars in B start to

park. Since qn−1 is the strictly smallest preference in B, it follows that spotr(Cn−1) = spotq(Cn−1) = qn−1,
so the Reserved Spot Lemma (Lemma 5.6) implies spotr(Ch) = spotq(h) for all h ∈ [u, n− 2], contradicting
the assumption that p is a Boojum. Hence spotr(Cn−1) > qn−1, i.e., dispr(Cn−1) > 0, so (37) implies that

spotr(Cn−1) = qn−1 + 1 and thus spotq(Cn−1) = qn−1 + 2.

This implies in turn that spotq(Ci) /∈ {qn−1+1, qn−1+2} for all i < u. Therefore, there must be some h ≥ u
such that qh = qn−1 + 1 (which is the reason Cn−1 is unable to park there with respect to q), but no other
car with preference equal to qn−1 + 1 or qn−1 + 2 (because if there were then Cn−1 would not be able to
park in qn−1 +2 with respect to q). But this says that the effect of cycling Cn−1 to the front of the segment
is limited to changing

(spotq(Cn), spotq(Ch)) = (qn−1 + 2, qn−1 + 1)
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to

(spotr(Cn), spotr(Ch)) = (qn−1 + 1, qn−1 + 2)

and all the other cars, in particular Cj , are unaffected. This rules out Case 2, which completes the proof. □

5.4. Enumeration by major index. The Foata transform F preserves the content of a parking function
and therefore its displacement. Therefore, Theorem 5.1 has the following immediate consequence.

Corollary 5.11. Let n ≥ 1 and ℓ ∈ {0, 1, 2, n− 2, n− 1}. Then∑
α∈IPFn(ℓ)

qdisp(α)tinv(α) =
∑

α∈IPFn(ℓ)

qdisp(α)tmaj(α).

Combining this observation with Corollary 3.2 and Theorem 3.3 (together with the fact that asc(F (σ)−1) =
asc(σ−1) for each σ ∈ Sn [13, Thm. 1]) yields major-index versions of those results.

Corollary 5.12. Let n ≥ 2. Then∑
α∈IPFn(n−2)

qdisp(α)tmaj(α) =
∑

α∈PFn

qdisp(α)tmaj(α) − (qt)n−1
∑

β∈PFn−1

qdisp(β)tmaj(β)−ones(β),

where ones(β) = |{i ∈ [n− 1] : bi = 1}| and∑
α∈UPFn

qdisp(α)tmaj(α) =
∑
σ∈Sn

(1 + q)asc(σ)tmaj(σ−1).

For 2-interval parking functions (Theorem 3.11), the appearance of the statistics |R(β)| and |S(β)| makes
the application of the Foata transform less straightforward. It turns out that F preserves these two statistics,
thanks to the following observation.

Lemma 5.13. Let (a1, a2, . . . , an) ∈ Nn. Let j, k ∈ [n] such that aj ≤ ak, and let i ≥ max(j, k).
(1) If ai+1 ̸∈ {aj , . . . , ak − 1} then aj and ak appear in the same order in F (a1a2 · · · ai+1) as they do in

F (a1a2 · · · ai).
(2) If {aj , . . . , ak − 1} ∩ {ai+1, . . . , an} = ∅, then aj and ak appear in the same order in F (a1 · · · an) as

they do in F (a1a2 · · · ai).

Proof. (1) The condition ai+1 ̸∈ {aj , . . . , ak−1} implies that, at the (i+1)st stage of the algorithm, separators
are placed either after both aj and ak, or after neither. If both, then aj and ak belong to different segments.
If neither, then if they are in the same segment, then neither one is the last entry in that segment. Therefore,
in all cases, the cycling step maintains the relative position of aj and ak, so they appear in the same order
in F (a1 · · · ai+1) as in F (a1 · · · ai).

(2) This claim follows from applying (1) repeatedly. □

Lemma 5.14. If α ∈ UPFn, then |R(α)| = |R(F (α))| and |S(α)| = |S(F (α))|.

Proof. Since F preserves content, it preserves block structure, hence |S(α)| = |S(F (α))| by (14).
For α = (a1, a2, . . . , an) ∈ UPFn, let P(α) be the set of positions of the second entries of blocks. Equiva-

lently, by block structure,

P(α) = {i ∈ [n] : aj = ai for some j < i}.
Note that R(α) ⊆ P(α). Moreover, |P(α)| = |P(F (α))|, because F preserves content. For convenience,
define R′(α) = {ai : i ∈ R(α)}, so that |R′(α)| = |R(α)|.

We claim that R′(α) = R′(F (α)). Indeed, let k ∈ P(α), and let πs be the block containing ak. Taking
aj to be either the first entry of πs or the last entry of πs−1, and taking i = max(j, k), block structure
implies that the elements aj , ak satisfy the conditions of Lemma 5.13, hence appear in the same order in
F (α) as they do in F (a1a2 · · · ai), hence the same order as in a1 · · · ai (due to our choice of i). In particular,
ak ∈ R′(α) if and only if ak ∈ R′(F (α)). Therefore,

|R(α)| = |R′(α)| = |R′(F (α))| = |R(F (α))|. □
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Example 5.15. Let α = 34411 ∈ UPF5, with block structure 11 | 3 | 44. Then F (α) = 13441. Note that

P(α) = {3, 5}, R(α) = {3},
P(F (α)) = {4, 5}, R(F (α)) = {4},

and R′(α) = R′(F (α)) = {4}.

Applying Lemma 5.14 and Theorem 5.1 to Theorem 3.11, we obtain a major-index enumeration for
2-interval parking functions.

Corollary 5.16. For all n ≥ 1,∑
α∈IPFn(2)

qdisp(α)tmaj(α) =
∑

β∈UPFn

qdisp(β)(1 + q)|S(β)|(1 + qt)|R(β)|tmaj(β).

It would be interesting to provide direct proofs of Corollaries 5.12 and 5.16 that do not rely on the Foata
bijection.

6. Further Problems

We provide some open problems for further study.

Problem 6.1. Describe a block structure for ℓ-interval parking functions that generalizes the ℓ = 1 case
(Theorem 2.10).

As we noted in Section 2.2, the block structure of unit interval parking functions appears to be unique to
the case ℓ = 1. For ℓ > 1, the problem seems to be much harder.

Problem 6.2. What can be said about the effect of the Foata transform on the outcome of a parking function?

One obvious thing is that if α ∈ Sn, then spotF (α) = F (spotα) (because α = spotα). However, this

does not hold in general. For instance, let α = 121. Then F (α) = 211, but spotF (α) = 213 whereas

F (spotα) = F (123) = 123. For unit interval parking functions (which the previous α is not), it seems that
F acts on the spots permutations as it did for permutations:

Conjecture 6.3. For any unit interval parking function α, spotF (α) = F (spotα).

We have verified Conjecture 6.3 for all unit interval parking functions of length at most 8.

Problem 6.4. Count ℓ-interval parking functions in terms of (ℓ± 1)-interval parking functions.

Theorems 3.3 and 3.11 as well as Corollary 3.2 are solutions to the above problem for ℓ = 1, 2, n − 2,
respectively. Let IPFn(ℓ)

max be the set of parking functions α of length n such that maxdisp(α) = ℓ. It
follows from our enumerative results that for all n ≥ 1

n! = | IPFn(0)max| ≤ | IPFn(1)max| ≤ | IPFn(2)max| and | IPFn(n− 2)max| ≥ | IPFn(n− 1)max| = nn−2

Experimentally, it seems this pattern continues. See Table 1.

Conjecture 6.5. For each n ≥ 1, the sequence (| IPFn(ℓ)max|)n−1
ℓ=0 is unimodal i.e. if aℓ = | IPFn(ℓ)max|,

there exists an integer c ∈ {0, 1, . . . , n− 1} such that

n! = a0 ≤ a1 ≤ a2 ≤ · · · ≤ ac ≥ · · · ≥ an−2 ≥ an−1 = nn−2.
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n
ℓ

0 1 2 3 4 5 6 7 8

1 1
2 2 1
3 6 7 3
4 24 51 34 16
5 120 421 377 253 125
6 720 3963 4594 3688 2546 1296
7 5040 42253 62145 57398 46142 32359 16807
8 40320 505515 929856 979430 865970 702292 497442 262144
9 362880 6724381 15298809 18289811 17520519 15455851 12587507 8977273 4782969

Table 1. | IPFn(ℓ)max| up to n = 9. OEIS sequence numbers forthcoming.
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